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Abstract

‘When written, disfluencies are intentional. De-
spite frequently being considered irrelevant
noise and consequently excluded from tran-
scriptions and training data of spoken language,
disfluencies are now more commonly present
in online writing. While humans can process
the meanings conveyed by written disfluen-
cies, language models struggle to understand
them, mainly due to being trained on filtered
data. We test BERTweet’s capability to make
human-like predictions in fluent and disfluent
cases. We find that the model performs better
than expected when handling fluent sentences;
however, its performance significantly worsens
when the context includes a written um. We
believe that this decline in performance is re-
lated to sarcasm. We present two, not wholly
successful, reading experiments to test our the-
ory. We suggest that incorporating disfluencies
into training data could improve model perfor-
mance. We invite further comment.

1 Introduction

With the advent of easy electronic communication
and social media, written language has taken on a
more conversational and speech-like quality (e.g.,
Eisenstein et al., 2014). One aspect of this change
is the use of written disfluencies, such as um. There
is disagreement on whether these tokens are pro-
duced deliberately in speech (Clark and Tree, 2002;
Corley and Stewart, 2008); however, in written lan-
guage, they must be intentionally produced. This
opens up the question of what their meaning might
be, and whether language models (LMs) and large
language models (LLMs) might fail to capture that
meaning, and any distinction between spoken and
written disfluency.

Although, to date, LMs/LLMs have tended to
treat disfluency as noise, there has been growing
interest in incorporating both spoken and written
disfluencies into models to enhance their perfor-
mance in applications such as real-time dialogue
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systems (e.g., Passali et al., 2022), autonomous ve-
hicles (e.g., Large et al., 2017), question answering
systems (e.g., Gupta et al., 2021), and stuttering
detection (e.g., Al-Banna et al., 2022). However,
the main focus of the recent comprehension and
detection studies has been on retrieving the literal
meaning with regard to the ‘disruption’ caused by
the disfluency. This approach misses the fact that
disfluencies could be of potential significance in
interpreting nonliteral meanings. Whereas natural
language processing (NLP) studies have looked
into nonliteral language understanding by focusing
on idiom, metaphors, and sarcasm (e.g., D’ Arcey
et al., 2019; Desai et al., 2021; Hu et al., 2022;
Sporleder and Li, 2009), disfluencies remain under-
studied.

1.1 Our Way of Approaching Disfluencies

We previously studied the use of written disfluen-
cies (um, uh, hmm, erm, and er) on Twitter and
found that humans rated tweets containing um and
hmm as slightly more, although not significantly
more, sarcastic when fillers were in tweets com-
pared to when the fillers were excised from the
same tweets. Humans also considered the tweets
containing fillers to be less formal (Tarighat et al.,
2022). Therefore, we aimed to investigate the po-
tential role of the written filler um in signaling
nonliteral meanings using a set of materials to be
tested in both LMs and behavioral experiments.
Although written disfluency has not been experi-
mentally investigated to date, a number of studies
have focused on the comprehension of spoken hes-
itations. Fillers such as um and uh speed up the
processing of the word which follows them (Cor-
ley and Hartsuiker, 2003; Fox Tree, 2001), and
help with the integration of unexpected words into
their discourse (Corley et al., 2007). They bias
expectations toward new rather than given infor-
mation (Arnold et al., 2003). Importantly, spo-
ken fillers influence listeners’ pragmatic interpre-
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Meaning-Fluency

Item: word-by-word self-paced reading experiment

literal-fluent
sarcastic-fluent
literal-disfluent
sarcastic-disfluent

Well, blue whales are an endangered species; so I
Well, blue whales are an endangered species; so I
Well, blue whales are an endangered species; so I
Well, blue whales are an endangered species; so I’d say hunting them is

d say hunting them is
d say hunting them is
d say hunting them is

really bad move.
really wise move.
really um bad move.

a
a
a
a really um wise move.

Meaning-Fluency

Item: masked language modeling task — cloze test — eye-tracking reading experiment

literal-fluent
nonliteral-fluent
literal-disfluent
nonliteral-disfluent

Sitting through an hour of sermon would
Sitting through an hour of sermon would
Sitting through an hour of sermon would
Sitting through an hour of sermon would

make most children feral on any day. You can ask them.
make most children merry on any day. You can ask them.
make most children, um, feral on any day.
make most children, um, merry on any day.

You can ask them.
You can ask them.

Table 1: Examples of the 4 versions of an item used in the four experiments. The target counterparts are in bold:
BAD - WISE and FERAL - MERRY. In the second edition of materials, commas were used to enclose um. In the SPR
experiment, ETR experiment, and cloze test, each participant saw only one version of an item. Target words were
not bold in the experiments. In the MLLM task and cloze test, the word denoting the literal/nonliteral meaning was

masked and replaced by a blank space.

tations, guiding them toward particular meanings
(Loy et al., 2017, 2019). For example, Loy et al.
(2019) showed that, in a situation where interpret-
ing some in its definitional sense as encompassing
all would cause speakers to lose face (“I ate some
cookies”), listeners were more likely to make that
interpretation following a disfluency.

Our hypothesis that written disfluency might be
used to make sarcasm easier to comprehend is re-
lated to the Graded Salience hypothesis (Giora,
2003; Giora and Fein, 1999). This hypothesis sug-
gests that humans have difficulty understanding
nonliteral meaning because salient (default) mean-
ings have cognitive priority in language compre-
hension, and accessing an alternative (such as an
ironic or sarcastic interpretation) is cognitively ef-
fortful. In line with this suggestion, Filik et al.
(2014) found N400-like effects and disruptions in
eye movements when participants encountered un-
familiar ironies. We hypothesize that the use of um
in a sarcastic context (in speaking or in writing)
signals an interruption of the salient context, mak-
ing it easier for listeners or readers to access the
intended, nonliteral, meaning.

As computers are increasingly being used to
communicate with humans, it is important that the
nuances of meaning are shared between them, on
the surface level at least. Although an LM does
not ‘understand’ disfluency, if it makes different as-
sumptions about how um affects the words that are
likely to be produced, then it will not communicate
effectively. This matters when meaning is nuanced,
because achieving human-like performance in LMs
increases their ability to better reflect human cog-
nitive processes, and address the complexities of
language understanding and generation.

The present study is an investigation inspired by
these considerations. We wanted to know how well

LMs could handle written disfluencies, whether
written disfluencies could signal nonliteral mean-
ing, and whether they could influence the ways in
which readers interpret what they are reading.

Our investigation has two parts. First, we com-
pare the performances of an LM trained on infor-
mal speech-like data and of humans in predicting
nonliteral meanings in the presence of written dis-
fluencies for a set of carefully crafted sentences.
Second, we study human behavior in controlled
reading experiments using the same set of sen-
tences. Here, we present results from a masked
language modeling (MLM) task with BERTweet
and a cloze test, conducted to compare meaningful
word prediction between the LM and humans. We
also report on a self-paced reading (SPR) exper-
iment and an eye-tracking reading (ETR) experi-
ment designed to investigate readers’ handling of
written disfluency.

2 Materials

We made the materials in two rounds. There were
32 items in the first round, 24 of which we used in
the SPR experiment. There were 70 items in the
second round, 48 of which we used in the MLM,
cloze, and ETR experiments. Table 1 shows ex-
amples of the items used in the four experiments
reported in this paper.

We made 32 grammatically correct speech-like
sentences, each with its literal and sarcastic varia-
tions (If you have a butler and a nanny, your life
must be EASY (LITERAL)/HARD (SARCASTIC) fo
bear.). We then recruited 12 L1-English speakers to
rate the sentences for sarcastic tone (How sarcastic
do you think the author of this sentence was be-
ing?) on a 7-point Likert scale (not sarcastic at all
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Item

BERTweet top word Cloze top word (count)

1. Keep speaking nonsense and people will think you are <mask> /, um, <mask> at

some point. I’m telling you.

stupid - fluent stupid (28) - fluent
stupid - disfluent stupid (31) - disfluent

2. Having to listen to people’s munching noise when I am trying to eat makes

me <mask>/, um, <mask> about my life. It really does.

think - fluent annoyed (12) - fluent
think - disfluent think (17) - disfluent

3. A guy in the audience kept clearing his throat throughout the whole lecture. It
was a truly <mask>/, um, <mask> distraction for all of us obviously.

unnecessary - fluent annoying (24) - fluent
painful - disfluent annoying (23) - disfluent

Table 2: Fluent and disfluent example items used in the MLM and cloze tasks followed by BERTweet’s and cloze
top word for each fluency version. The number next to the cloze word is the count of it in 80 responses. The critical
tokens denoting the literal/nonliteral meanings were removed in the two tasks: 1. STUPID (LITERAL)/BRAINY
(NONLITERAL); 2. ANNOYED (LITERAL)/PLEASED (NONLITERAL); 3. DISGUSTING (LITERAL)/DELIGHTFUL
(NONLITERAL). In the cloze test, each participant saw only one version of an item. The critical token appeared as a

blank space to be filled in with a word.

- definitely sarcastic)." Each participant was shown
only one version of each sentence. We also asked
them to provide feedback on interpretability and
readability of sentences. We used a sarcastic-literal
mean score difference of above 2.7 as a cutoff point.
We kept 24 sentences and used them in the SPR
experiment (Section 5).

We made changes to the items and increased
their number before using them in the MLM task,
cloze test (Section 3), and ETR experiment (Sec-
tion 6). The literal and nonliteral words in the two
versions of each item had the same numbers of char-
acters (MERRY/FERAL). We also counterbalanced
the literal and nonliteral readings of each word
across items (MERRY (LITERAL)/FERAL (NONLIT-
ERAL) and FERAL (LITERAL)/MERRY (NONLIT-
ERAL)). In the revised materials, we used com-
mas to enclose um, to help with readability and
increase the salience of the disfluency. Lastly, we
added more words after each target word, often in
the form of a short second sentence, to minimize
gaze regressions out of the target interest area in
the ETR experiment. To rate the newly made and
edited 60 items for potential sarcastic tone on a
7-point Likert scale online,> we recruited 36 neu-
rotypical L1-British-English speakers between the
ages of 18 and 34 with no reported reading disor-
ders. We only kept the counterbalanced items with
a nonliteral-literal mean score difference above 2.
For the items with good scores in only one reading,
we repeated the procedure with 10 items rated by
20 other participants. Overall, we kept 48 coun-
terbalanced items for the ETR experiment. There
were 4 variations of each of the 48 experimental
items based on meaning and fluency (Table 1).

'Informatics Research Ethics Process, RT number 789617.
Ynformatics Research Ethics Process, RT number 789617.

3 BERTweet Masked Language Modeling
and Cloze Test

We compared the LM and human predictions of
meaningful words and how they might be influ-
enced by written disfluencies. We expected that,
given a context, the LM would perform better in
predicting words in utterances which did not con-
tain um.

3.1 MILM task

We first ran an MLLM task on BERTweet (Nguyen
et al., 2020). The tokens denoting the literal and
nonliteral meanings were excised. We had 48 fluent
items without um and 48 disfluent items with um,
totaling 96 items. The critical tokens assigned to
signify literal/nonliteral meanings in the items were
masked.

We chose BERTweet due to the presence of
fillers such as um in its training data and the higher
structural similarity between the tweets and the
speech-like materials we created for our experi-
ments. We obtained BERTweet’s top 10 predictions
for 96 materials, using the first eligible predicted
word in each list in further analyses (details below
in 3.3).

3.2 Cloze test

We then conducted a cloze test using the same ma-
terials to study the humans’ predictions and the
possible effect of written disfluencies on their pre-
dictions. There were 48 fluent items without um
and 48 disfluent items with um, totaling 96 items.
The critical tokens were replaced by a blank space.

For the cloze test, we recruited 160 neurotypical
L1-English participants between the ages of 18 and
34 with no reading disorders.® We asked them to
fill in the blanks using the first word (only a single
word without a space or a hyphen) that came to

3Informatics Research Ethics Process, RT number 789617.
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Figure 1: Left: simulated mean similarity scores, with the red vertical line indicating the mean similarity score
of 6.52. Right: simulated fluent-disfluent mean scores, with the red vertical line indicating the observed fluent-
disfluent difference in similarity score of 2.30. We ran 10,000 permutations of the scores to recalculate the means.
BERTweet’s continuations were better matches to human continuations following fluent items compared to disfluent

items.

mind (autocompletion and autocorrection options
were disabled on the participants’ devices). Each
participant saw only one version (fluent or disflu-
ent) of an item. The participants were remunerated
£3.70 for completing 48 items which took about 10
minutes on average.

3.3 Analysis

The first step was obtaining the most frequent re-
sponse for each item in the cloze test to compare
with the MLM predictions. However, for six items,
there were ties where equal numbers of participants
provided two words equally often in either the flu-
ent or disfluent condition. To resolve the ties, we
selected the word that was not used in the other con-
dition for the relevant item. If both words were not
used in the other condition, the selection was made
at random. For the MLM data, we ensured that for
each item, we had the most popular predicted word
while adhering to the following criteria: no punc-
tuation; no symbols (e.g., @); and no stop words
such as “a”, “as”, “and”, “be”, or “not”.

Next, we standardized spellings of the comple-
tions to American, and calculated Latent Semantic
Analysis (LSA) cosine similarities by making pair-
wise comparisons using word2vec (Google News,
300 dimensions: University of Colorado). We ob-
tained a similarity score between cloze completions
and BERTweet predictions for each item by multi-
plying the number of identical cloze completions
by the BERTweet confidence scores and then by
the LSA cosine similarity between words. For ex-

ample, in one item (Well, blue whales are an en-
dangered species. So, I'd say hunting them is a
really <mask> choice environmentally speaking.),
the most popular cloze completion BAD was chosen
by 30 participants, while the highest ranked LM
completion was GOOD, which had a confidence
rating of 0.333. The word2vec similarity score be-
tween BAD and GOOD was 0.719. Therefore, the
overall score was 30 x0.333 x 0.719 = 7.183.

Calculated in this way, the mean similarity
score between BERTweet and human cloze com-
pletions was 6.52. To assess BERTweet’s per-
formance against chance, we permuted the LSA
and BERTweet scores 10,000 times, recalculating
the mean similarity for each permutation. The vi-
sualization of these scores (Figure 1) shows that
BERTweet predicted what humans would write sig-
nificantly better than a baseline of random guessing
(p <.0001). Table 2 shows fluent and disfluent ex-
ample items used in the MLM and cloze tasks along
with the BERTweet’s and cloze top word for each
fluency version.

Importantly, we also assessed the effect of flu-
ency, by calculating the difference between mean
similarity scores for fluent and disfluent items. The
observed difference in similarity scores (fluent-
disfluent similarity score = 2.30) was compared
to the distribution of mean differences derived
from 10,000 permutations of the data (Figure 1).
BERTweet’s continuations were better matches to
human continuations following fluent items com-
pared to disfluent items (p = 0.0096).
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4 Behavioral Experiments

One possible explanation for BERTweet’s signif-
icantly worse performance in the presence of um
could be the role of the filler in implying nonlit-
eral, namely sarcastic, meaning. We conducted
two reading experiments to test whether written
disfluencies could signal nonliteral meaning. We
predicted that (1) words compatible with a sarcas-
tic reading of a sentence (hunting blue whales is a
really WISE move) should be easier to read when
preceded by um (really UM WISE move) than when
not preceded by um, and (2) words compatible with
a literal reading of a sentence (hunting blue whales
is a really BAD move) might be harder to read when
preceded by um (really UM BAD move) than when
not preceded by um. This leads to the prediction
of an interaction between fluency and meaning,
with longer reading times and/or more regressions
for fluent literal items than disfluent sarcastic ones.
To summarize, the disfluency um could signal a
shift toward a nonliteral or sarcastic interpretation.
Example materials for both experiments are in Ta-
ble 1.

5 Experiment 1: Self-paced Reading

We implemented the online word-by-word SPR ex-
periment (Mitchell and Green, 1978) as a moving-
window reading task, using jsPsych.* Each item
had 4 variations based on (a) meaning (whether
the critical word was literal or sarcastic in con-
text), and (b) fluency (whether the target word
was preceded by um or not): literal-fluent, literal-
disfluent, sarcastic-fluent, and sarcastic-disfluent
(Table 1). In each item, we were interested in read-
ing times for a target word and the following word
(for spillover). The target word was a word se-
lected to be [in]consistent with a sarcastic/literal
interpretation. We predicted an interaction between
fluency and meaning; i.e., disfluency would signal
a nonliteral or sarcastic meaning whereas fluency
would signal a literal meaning.

5.1 Participants and procedure

We recruited 101 L1-English, UK-based, and non-
dyslexic participants through Prolific.’ Participants
were remunerated £1.75 for reading 26 items: 2
practice items and 24 experimental items. There
were 4 variations of the 24 experimental items

*https://github.com/UiL-0TS-1abs/
jspsych-spr-mw
https://prolific.co/

target target+next

Meaning-Fluency Mean SD Mean SD

literal-fluent 381.02 184.16  809.95  351.46
sarcastic-fluent 388.49 204.51 869.17 544.28
literal-disfluent 470.19  367.25 940.54  539.39
sarcastic-disfluent 465.15 344.96 985.18 618.05

Table 3: SPR experiment: mean and standard devi-
ation of reading times in milliseconds for target and
target+next regions.

based on meaning and fluency (Table 1). Each
participant read only one variation of each experi-
mental item, pressing the space bar to reveal each
new word of the sentence. Items were selected
such that participants read 6 items in each experi-
mental condition. There were 8 attention checks.
Experiment settings ensured that the target word
was never the last word of the sentence and was
followed by at least one word. The experiment took
about 10 minutes to complete.

5.2 Data preparation

We analyzed the reading time data from 99 partici-
pants. We removed 2 participants because they got
fewer than 6 of 8 attention-check questions correct.
Moreover, 1 item was miscoded in the experiment,
resulting in 28 missing trials (1.18% of the data).

5.3 Analysis

We compared the log-transformed reading times of
the target word and of the target word plus the next
word (for spillover). Mean and standard deviation
of reading times in milliseconds for target and tar-
get+next regions are in Table 3. Contrary to our
hypotheses, words compatible with the sarcastic
interpretation of the sentences were not faster to
read when preceded by um. Maximally-fitting lin-
ear mixed-effects models only showed an effect of
fluency, indicating that fluent sentences were faster
to read in both literal and sarcastic versions (target,
B =-0.13, SE = 0.02, p < .001; target+next, 5 =
-0.10, SE=0.01, p <.001). We found no interaction
between meaning and fluency (target, 3 = 0.03, SE
=0.03, p = .27; target+next, 8 = 0.02, SE =0.02, p
=.31).

6 Experiment 2: Eye-tracking Reading

Whereas the SPR experiment failed to show that
written disfluency indexes nonliteral meaning (at
least, in the form of sarcasm), it did show that
readers were sensitive to written um. One pos-
sibility is that the artificial segmentation needed
for self-paced reading disrupted the rhythm with
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which readers might have read the experimental
sentences, reducing any interruption effect that the
traditionally spoken element um might have had
in writing. For that reason, the ETR experiment
was a replication of the SPR experiment using an
eye-tracking methodology in which natural reading
prosody was not disrupted. Our hypotheses were
the same: (1) words compatible with a nonliteral
reading of a sentence (hunting blue whales is a
really WISE move) should be easier to read when
preceded by um (really UM WISE move), and (2)
words compatible with a literal reading of a sen-
tence (hunting blue whales is a really BAD move)
might be harder to read when preceded by um (re-
ally UM BAD move), and that this would predict
longer reading times and/or more regressions for
fluent (relative to disfluent) literal items, and vice
versa for nonliteral items. Once again, this predicts
an interaction between fluency and meaning.

We used Experiment Builder® version 2.4.1 to
set up the experiment for presentation on an Eye-
Link 1000 Plus tracker for in-person data collec-
tion.

6.1 Participants and procedure

We recruited 60 neurotypical L1-English par-
ticipants between the ages of 18 and 34 with
normal/surgically-corrected-to-normal vision and
no reported reading disorders.’” Participants were
remunerated £10 for reading 152 items: 2 practice
items, 48 experimental items, and 102 filler items.
Each participant read only one variation of each
experimental item, selected such that they read 12
items in each experimental condition. There were
32 attention checks, 16 for experimental items and
16 for filler items. Experiment settings ensured that
the target word was always followed by at least
two words before a line break, and that the target
word never fell at the beginning of a line and was
always preceded by at least two words. The ex-
periment took about 35 minutes to complete, and
participants were given breaks after items 50 and
100.

6.2 Data preparation

We used Data Viewer® to prepare and summarize
the eye-tracking data, and did the statistical model-

®https://www.sr-research.com/
experiment-builder/

"PPLS Research Ethics Committee, reference number 392-
2223/1.

8https://www.sr-research.com/data-viewer/

target target+next
Meaning-Fluency Mean SD Mean SD
regression path time
literal-fluent 297.41 188.51  612.09  376.32
nonliteral-fluent 313.23  200.00 684.62  471.09
literal-disfluent 299.50  211.19  629.34  408.57
nonliteral-disfluent 31834  217.30  695.69  443.70
first pass time
literal-fluent 235.92 109.13  472.02 186.38
nonliteral-fluent 237.28 107.59 49046  202.84
literal-disfluent 25470  121.28  500.14 21525
nonliteral-disfluent 268.91 126.48  538.85  217.96
total dwell time
literal-fluent 29740  193.84 61273  343.77
nonliteral-fluent 32937  201.87 681.62  386.43
literal-disfluent 323.36 195.31 652.62  358.07
nonliteral-disfluent 365.96 22634  730.76  393.75

Table 4: ETR experiment: mean and standard deviation
of regression path time, first pass time, and total dwell
time in milliseconds for the target interest area (target)
and the summation of target and next interest areas
(target+next).

ing in R. Since all participants had answered 80%
(26) or more of the attention checks correctly, their
data was included in the analyses. Data preparation
included removing the filler trials, merging nearby
fixations, removing fixations less than 80 millisec-
onds, aligning the fixations vertically within the
preassigned interest area bounds, and monitoring
the number of horizontally misaligned trials for
each participant for removal. If more than 20% (10)
of the experimental trials for a participant needed to
be removed due to severe horizontal misalignment,
that participant’s data was excluded from analysis.
This left us with 59 participants.

6.3 Analysis

We focused on the target and target+next interest
areas and compared the log-transformed reading
times for 3 measures: (1) regression path time (go-
past time) which is the summed fixation duration
from when the current interest area is first fixated
until the eyes enter a later interest area; (2) first
pass time which is the sum of the duration of all
fixations before the interest area is exited for the
first time; and (3) rotal dwell time which is the
summed duration of all fixations on the current
interest area. Table 4 shows the mean and standard
deviation of the 3 measures in milliseconds for
the target and target+next interest areas. We also
compared the proportions of first pass regressions
out for the target and next regions; i.e., whether
regression(s) were made from the current interest
area to the earlier interest area prior to leaving the
interest area in a forward direction (Table 5).
Consistent with our prediction of an interaction
between fluency and meaning, we expected the
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presence of the word um to signal a nonliteral or
sarcastic meaning, while fluency would signal a
literal meaning. However, the results of the ETR
experiment did not fully support this hypothesis, as
was the case for the SPR experiment. Analyses of
regression path time, first pass time, and total dwell
time revealed significant effects of both fluency
and meaning across the interest areas. Specifically,
words signaling literal meanings were consistently
read faster than those signaling nonliteral mean-
ings, indicating an overall effect of meaning on
reading behavior. Additionally, fluency also influ-
enced reading speed, with target words generally
being read faster in the fluent sentences than disflu-
ent ones.

The maximally-fitting linear mixed-effects mod-
els of regression path time showed an effect of
meaning for the target interest area (5 = 0.06, SE
=0.02, p = .01), and target+next interest areas (3
=0.10, SE = 0.03, p < .001) indicating that literal
words were faster to read than nonliteral ones. We
found no interaction between meaning and fluency
(target, 8 = -0.03, SE = 0.04, p = .35; target+next,
B=-0.01,SE=0.04, p =.70)

The maximally-fitting linear mixed-effects mod-
els of first pass time showed an effect of fluency
in the target interest area (5 =-0.10, SE =0.02, p
< .001) indicating that fluent sentences were read
faster than disfluent ones. For the target+next inter-
est areas, the models showed an effect of fluency (3
=-0.07, SE = 0.01, p < .001) and one of meaning
(8 =0.06, SE = 0.02, p = .004) indicating that flu-
ent sentences were read faster than disfluent ones
and that literal meanings were read faster than non-
literal ones. However, there was no interaction
between meaning and fluency in target+next inter-
est areas (target, 8 = -0.05, SE = 0.03, p = .06;
target+next, 5 = -0.04, SE=0.03, p = .11).

As for total dwell time, the maximally-fitting
linear mixed-effects models showed the effects of
meaning (8 = 0.10, SE = 0.03, p < .001) and of
fluency (5 = -0.10, SE = 0.02, p < .001) for the
target interest area indicating that literal meanings
were read faster than nonliteral ones and that fluent
items were read faster than disfluent ones. How-
ever, there was no interaction between meaning and
fluency in the target interest area. The models also
showed the effect of meaning (5 = 0.11, SE = 0.03,
p <.001) and of fluency (8 =-0.07, SE =0.02, p
<.001) in the target+next interest areas indicating
that literal meanings were faster to read than non-
literal ones and fluent items were read faster than

target next
Meaning-Fluency Mean Mean
literal-fluent 0.18 0.16
nonliteral-fluent 0.19 0.21
literal-disfluent 0.08 0.16
nonliteral-disfluent  0.10 0.18

Table 5: ETR experiment: proportions of first pass
regression out, i.e., the regressions that were made from
the target and next interest areas to the earlier interest
area prior to leaving the interest area in a forward direc-
tion.

disfluent ones. However, there was no interaction
between meaning and fluency in the target+next
interest areas (target, 5 = -0.03, SE = 0.04, p = .40;
target+next, 8 = -0.01, SE =0.03, p = .74).

Lastly, for the proportions of first pass regres-
sions out, the maximally-fitting logistic mixed-
effects models only showed an effect of fluency
for the target interest area (8 = 1.01, SE=0.16, p <
.001) indicating that regressions were more likely
to be made following a fixation on the target word
when the items were fluent. No other effects were
reliable, for the target word or the word which
followed, and there was no interaction between
meaning and fluency (target, 8 =-0.11, SE = 0.25,
p = .66; next, 8 =0.25, SE =0.22, p = .26).

The results suggest that the effects of fluency and
meaning on reading behavior were independent of
each other, contrary to our initial prediction of an
interaction. However, it is important to note that
fluency and meaning each had distinct effects on
reading behavior, underscoring the complexity of
their influence on comprehension.

7 Discussion

We investigated the handling of written disfluen-
cies, which could indicate nonliteral meanings like
sarcasm, by an LM and humans. We found that
although BERTweet made human-like predictions,
its performance was significantly worse when the
disfluency um was present. Additionally, in our
reading experiments, we found that readers were
faster to read fluent sentences without um and sen-
tences compatible with literal meanings rather than
nonliteral or sarcastic ones. We found no inter-
action between fluency and meaning in the sense
that disfluency did not signal a nonliteral or sar-
castic meaning and fluency did not signal a literal
meaning.

Our results suggest that BERTweet’s difficulty
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with written disfluencies may be due to training
on filtered data that excludes disfluencies. The
decline in performance, especially in contexts in-
volving sarcasm, highlights the model’s limitations
in understanding the subtleties of human commu-
nication. Previous research has often dismissed
disfluencies as irrelevant noise. However, our find-
ings align with more recent studies that recognize
the communicative value of disfluencies in online
writing. The observed challenges in BERTweet’s
performance are consistent with other studies that
highlight the limitations of LMs in NLP.

8 Limitations

Our experiments to date have investigated a spe-
cific disfluency in a specific language and context.
Our results may have been influenced by the spe-
cific design and sample size. Whereas we have
established that written disfluencies are worth in-
vestigating, with LMs as well as humans sensitive
to their presence, this study is just a starting point.
To gain a more complete picture, attention should
be paid to the naturalness of the stimuli used, and
work should be generalized to other languages and
disfluencies.

9 Future Steps

Future studies should explore more sophisticated
methods for integrating disfluencies into LM train-
ing. Our next step would involve manipulating
the filler placement and removing the commas on
the LM to monitor any changes in model behav-
ior. The model could produce different output if
disfluency occurred earlier in the sentence and not
immediately preceding the masked token, and it
would treat um, as a very different token from um.
A later approach could be for us to further pre-train
BERTweet using a data set of tweets containing
fillers from our previous study, since its perfor-
mance could potentially be improved. Then, an-
other masked-token prediction task could follow
to evaluate the model’s improved ability to handle
disfluencies.

Another major aspect of future research would
be testing disfluencies in an LLM (e.g., Llama) to
check differences and potential improvements in
performance, which could be the result of the set
parameters and/or training data. Since LLMs are
different from BERT-type models and are increas-
ingly preferred, it would be important to know if
and how they would produce better outputs.

We would also need to compare our findings
with other psycholinguistic and computational ex-
periments that focus on licensing nonliteral inter-
pretation. This comparison could identify strengths
and weaknesses in current approaches and guide
future improvements in human experiments as well
as model training and evaluation, especially for
developing purpose-built models and data sets for
specific tasks. For instance, we know that not all
humans understand disfluency in the same way
(Li et al., 2022; McKenna et al., 2015), or that
nonliteral and sarcastic interpretation is influenced
by social and cultural factors (Katz et al., 2004).
Therefore, a simple model-training approach might
not work when considering how computers should
interact with humans.

10 Conclusion

Our findings highlight the challenges LMs face
in handling disfluencies and probably also in in-
terpreting nonliteral meanings conveyed by disflu-
encies. Incorporating such elements into training
data could improve model performance. Future
research should explore more sophisticated meth-
ods for integrating disfluencies and other nonliteral
indicators into LMs. Additionally, investigating
the nuances of sarcasm detection in written text
remains a promising area for further study. Well-
designed behavioral experiments can capture fine-
grained variations in comprehension by focusing on
specific psycholinguistic features. Such evidence
would be beneficial in evaluating the behaviors of
models trained on large, usually written, language
corpora. With more information, we can determine
how and to what extent to reintroduce disfluencies
into data sets.
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